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Is this a good training set?
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Supervised Machine Learning
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Continuous Online Learning 
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Off-Line Learning – from Day-to-Day Use
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Machine Learning 
Challenges &

Test Opportunities



Checking the Training & Test Sets

Network 
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Are the two 
sets truly 

independent?

Are the sets 
based on real 
or synthetic 

data? 

Training Set

Test Set

Manually-labelled training and 
test sets are open to errors…
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Mis-Classification
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Checking the Training Set
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Need to look for
biased training data, 

overfitting, underfitting, 
extraneous data, outliers, etc.
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Misunderstanding – Data Bias
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Checking the Test Set
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Are the tests 
systematically 

created?

Do they cover 
corner cases?

Are there 
positive and 

negative tests?

What about 
adversarial tests?
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Checking the Training
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Black Box Testing 
of DNNs



• Complexity and Test Oracle

– Often we cannot define required behaviour, e.g. how we…
• recognize particular objects (e.g. child, paper bag, bike, obstruction) 

• ‘know’ that another car will move in a particular direction

• plan a manoeuvre into moving traffic

• know what to do in a new situation

• Probabilistic Systems and Non-Determinism

– The probabilistic nature means that predicting expected results 
is difficult

– Non-determinism causes real problems for regression testing

• Self-Learning Systems are difficult to test because they are  
difficult to understand (not just be testers!)…

Test Challenges of Self-Learning Systems



ML – Science and/or Engineering?
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“Alchemy”
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“Unscientific”

“A Craft”

“A field full of 
mysteries…”
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Represent complex 
non-linear functions

e.g. DAVE-2 NN has about 
27 million connections and 
250 thousand parameters



Adversarial Defects
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Adversarial Perturbations

catcat

catcat

cat

cat

dog

cat

catcat

cat cat



• The number of inputs to an autonomous car is 
extremely high

– external sensor inputs (e.g. cameras, radar, lidar, etc.)

– V2V communications / other external communications

– internal information from the vehicle (e.g. engine)

– map data

– etc.

• Even simple pairwise testing could generate millions of 
tests

Combinatorial Testing Problems



Example - Sensor Degradation Testing



Back-to-Back Testing
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White Box Testing
of DNNs
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Activation Values

each connection 
has a ‘weight’

each neuron 
has a ‘bias’

activation values can be 
positive, negative or zero

bias

each neuron outputs an 
activation value to the next 
layer based on: 
• input activation values;
• the bias; and 
• the weight

activation 
value



‘Neuron’ Coverage

activation value is above zero

Full ‘neuron’ coverage shows that every 
neuron is ‘activated’ (value above zero) at 

least once (but - basic coverage –
typically finds no adversarial examples)

Similar to statement coverage 
– each statement is exercised



‘Threshold’ Coverage

output below 
some agreed 
threshold value

activation value 
is above some 
threshold value

But, what’s a 
reasonable 

threshold value?

not so ‘black and 
white’ as simple 
‘neuron coverage’



‘Sign’ Coverage

T1

T2

positive sign

For 100% sign coverage 
– each neuron should 
generate both positive 
and negative activation 
values

negative sign 
(includes zero) changed 

signs
changed signs –
extra coverage

Similar to decision 
coverage – each 
branch is exercised 
true and false



‘Sign-Sign’ Coverage by Testing

T1

T2

changing the sign of 
a preceding neuron 
changes the value 
of one neuron in the 
next layer

Similar to 
concept of 

MC/DC

only one neuron in the 
layer can be affected



• Random testing, traditional black box test techniques 
and neuron coverage do not appear to be good at 
finding adversarial examples

– but, similarly, random testing, equivalence partitioning 
and statement/branch coverage are also poor at finding 
defects in traditional embedded systems

• But, adversarial examples are not our only problem

• Until we get more experience, we should use a mix of 
black and white box techniques

– with serious support for automation and environments…

Test Techniques for Neural Networks



The Necessity of
Virtual

Test Environments
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20% Better (than human drivers)

10 million miles in 9 years

500x what has 
gone before = 
5 Billion Miles



Autonomous Cars – Test Environments

Virtual Tests / Simulated Environments

Public 
Roads

Black

Box

White

Box

Test Tracks

we can run tests here 
fast enough to easily 
reach the equivalent 
of 5 billion miles

Testing dangerous 

scenarios here 

is…dangerous!

“The solution is to use 

proper simulation for at 

least 99.99% of the effort”

- M de Kort

Control and 
observability are far 
simpler on simulators



Top-Down Scenario Identification

Virtual Tests / Simulated Environments
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for new test 
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still needed



Bottom-Up Validation of 
Environments & Scenarios
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critical scenarios 
are re-run to 
validate the lower-
level environments



Conclusions



Self-Learning System Costs

Build Costs
Test Costs

probabilistic 
testing 
requires many 
tests

for safety-critical 
systems we traditionally 
spend 80% on testing 
and 20% on developmentDon’t be surprised when

testing costs a lot!



• We need many tests to cope with these systems’:
– probabilistic nature

– high complexity

– criticality (for safety-related use)

• …and need the support of sophisticated virtual test 
environments

• Test techniques for Deep Neural Networks need much 
further research
– especially empirical studies of test effectiveness

– but not concentrated on adversarial examples

• Until we reach maturity, we should use a safety net…

Conclusions - Testing Self-Learning Systems



Safety Shell Architecture

Monitor

Drive to Safety

Deterministic 
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Systeminputs
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A ‘short-term’ 
solution to our lack of           

testing expertise



Thank you for listening

Any Questions?


